* Email bezüglich Skalierung und Error Analyse (Confusion Matrix, Resampling)
* Training test vordefinieren +-
* df\_reduct vordefinieren (mit den 7 besten predictors) und auf alle Algorithmen anwenden und vergleichen mit den Ergebnissen mit allen predictors
* StandardScaler
* Validation model selection noch einfügen als Selectionsmethode einfügen
* K means silhouette score durch alle Kombinationen durchlaufen
* Selections Grafiken mit allen predictors einfügen + bei Grafiken const löschen
* Gute Übersicht/Ergebnisse über alle Algorithmen (grafisch)
* Poster